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Take-Aways
	“Machine learning” lets computers write their own algorithms – “precise and unambiguous” instructions that tell computers exactly “what to do.”
	Machine learning can revolutionize society, but it will require a “Master Algorithm” to reach its full potential.
	Five schools of thought about machine intelligence compete with each other:
	“Symbolists” represent intelligence by manipulating symbols.
	“Constructionists” model learning on the human brain.
	“Evolutionaries” see natural selection as the main learning mechanism.
	“Bayesians” says understanding naturally is flawed and partial. They follow Bayes’ theorem”: revise how much you believe a hypothesis when you discover new data.
	“Analogizers” believe that learning requires identifying similarities.
	A universal learner will unify all five models without embracing any of their weaknesses.
	Once a Master Algorithm exists, it will provide access to models that are increasingly accurate and useful.


Recommendation
That sci-fi moment you’ve been waiting for is here: Some machines are already learning on their own and even learning to program themselves. This lively, necessary report from computer science professor Pedro Domingos shows you what this transformation does for science and what it will do for human society. Machine learning is complex and the subject is conceptually dense, but Domingos explains it with clear love for his topic. He details how computers came to learn on their own; how learning algorithms function; and how competing theories of thinking and learning work. His vivid writing, anecdotes and examples help make the topic more accessible than you might expect (though the reader may have to do some heavy lifting). Domingos explains a lot, but sometimes relies too much on his illustrations. getAbstract recommends his treatise to anyone interested in how computers are revolutionizing society, in “machine learning” or in scientific development.

Summary
The “Machine Learning Revolution”
You interact with “machine learning” every day. When Netflix suggests a movie or a search engine completes your query, that’s machine learning in action. This is revolutionary. Throughout history, if you wanted a machine to do something, you had to build it to do just that thing. For computers, you wrote a detailed algorithm explaining how it should do what you want it to.
“Machine learning is something new under the sun: a technology that builds itself.”

“Machine-learning algorithms,” or “learners,” work differently. Computerized learners figure things out by themselves. Computers that are “learners” can “program themselves.” Give them data, and they learn. The more data they have, the more effectively they think. This unprecedented development will revolutionize society. Machine learning is already transforming fields from politics to DNA sequencing.
“You may not know it, but machine learning is all around you.”

Understanding machine learning starts by becoming familiar with the term “algorithm.” Algorithms are “precise and unambiguous” instructions that tell computers exactly “what to do.” Designing algorithms is difficult, time-consuming and often counterintuitive. When programmers and computer scientists succeed in writing good algorithms, they build on each other’s work, producing more and more algorithms, which interact like the elements in an “ecosystem.” Just as ecosystems evolve predators, obstacles arise to threaten flourishing algorithms. These obstacles come in the form of different types of complexity, which slow or crash computerized systems, causing their algorithms to fail.
“Learning Algorithms”
Learning algorithms, or learners, write their own algorithms; learner algorithms – which might be housed in multiple computers – write the programs they use. The Industrial Revolution mechanized manual labor, and the Information Revolution automated mental labor. “Machine learning automates automation.” A human scientist generates, tests and discards or modifies hundreds of hypotheses in a lifetime of work. Machine learners check a hypothesis in less than a second. Machine learning lets scientists tackle data-dense, complex problems they could not handle on their own.
“An algorithm is a sequence of instructions telling a computer what to do.”

If you want to solve two different problems, you use two different tools or programs. Machine learning is different. You can often use “the same algorithms” to solve problems in different fields. Would it be possible to develop “a universal learner” that can derive all knowledge? A “Master Algorithm” would need more data to function than more specialized algorithms, but society generates increasing amounts of big data. Developments in physics, evolutionary biology, neuroscience, statistics and computer science suggest that a Master Algorithm is possible.
The “Five Tribes of Machine Learning”
Scientists have been researching machine learning for decades. Their inquiries emerge from five major “tribes.” Each one approaches the problem differently, cares most about one major aspect of the challenge and has “a set of core beliefs.” Each group advocates for its own Master Algorithm, which embodies its beliefs and approach:
1. “Symbolists”
The symbolists reduce intelligence to symbol manipulation. Symbolists recognize that learning can’t start “from scratch.” They include “pre-existing knowledge” in their model. Symbolists use “inverse deduction” as their Master Algorithm. Inverse deduction determines what constitutes knowledge through a process of deduction and then generalizes from the result. The symbolists’ family tree traces back to philosopher David Hume, one of the greatest empiricists and “the patron saint of the symbolists.” Hume asked a profound question: How can you generalize from what you’ve observed to what you haven’t experienced? All learning algorithms seek to find a solution to this query.
“The Master Algorithm is the unifier of machine learning: It lets any application use any learning.”

Some 250 years after Hume asked his question, physicist David Wolpert created the “no free lunch theorem,” which primes the pump of knowledge creation by using what you already know, but also including random chance. It offers “positive examples” of each concept for the learner to follow and “negative examples” of things that don’t illustrate the concept. To get a learner to identify cats, you’d add positive examples of cats and negative examples of animals that are not cats, such as dogs. To meet more learning goals, combine examples or assemble “sets of rules.”
“Machine learning is both a science and a technology and both characteristics give us hints on how to unify it.”

Because “induction is the inverse of deduction,” you can create rules by identifying what rule would let you deduce one fact from another. You can also “induce rules purely from other rules.” Since “inverse deduction” is “very computationally intensive,” applying “massive data sets” to such problems is very difficult.
2. “Connectionists”
Scientist Donald Hebb explained a key element of brain function in 1949, when he showed that repeated activity in one neuron sparks activity in nearby neurons – a principle often summarized as “Neurons that fire together wire together.” Connectionists use algorithms to “simulate a brain.” Computers don’t have as many connections as the brain, so faster processing must compensate. The brain might use 1,000 neurons, but computers would use “the same wire a thousand times.”
“Machine learning is a kind of knowledge pump: We can use it to extract a lot of knowledge from data, but first we have to prime the pump.”

Brains contain billions of neurons, which are shaped like little trees. Each neuron connects with “thousands of others” through synapses. Electricity runs along the trunk of each neuron, jumping across synapses to spark activity in nearby neurons. Applying this understanding to machine learning requires you to “turn it into an algorithm.” One algorithm – the “perceptron” – attempted to model how one neuron learns, but didn’t address the layered interconnections essential to brain function. This algorithm worked mathematically, but it had a terrible impact on machine learning. Because mid-20th century thinkers focused on “neural networks,” people incorrectly concluded that they would have to “explicitly program” a system to produce intelligence.
“Although it is less well-known, many of the most important technologies in the world are the result of inventing a unifier, a single mechanism that does what previously required many.”

Connectionists “reverse engineer” the brain to create machine learning. “Backpropagation” is their Master Algorithm. This approach compares the output from a system with the output you want and changes the connections one layer of neurons at a time, improving the output each time.
3. “Evolutionaries”
These scientists see “natural selection” as the engine for learning. Evolutionaries use “genetic programming” as their Master Algorithm: They evolve computer programs in much the same way that organisms evolve in nature. They have an advantage in creating machine learning – nature, by way of Darwin, already articulated their algorithm. Evolutionaries use “a genetic algorithm” which works based on “a fitness function” – a score given to programs according to how well they accomplish what designers created them to do. Genetic algorithms work like “sexual reproduction,” mating the fittest programs and producing offspring that contain somewhat different qualities. Genetic algorithms can test multiple hypotheses simultaneously, and excel at coming up with genuinely new things.
4. “Bayesians”
Reverend Thomas Bayes (1701-1761) created an equation for incorporating new evidence into existing beliefs. Bayesians recognize the inherent uncertainty and incompleteness of all knowledge. They see learning as “a form of uncertain inference.” Their challenge is separating data from their surrounding noise and building systems that can deal with incompleteness. Their Master Algorithm is “Bayes’s theorem and its derivates.” Bayes’s theorem says you should revise how strongly you believe a specific hypothesis when you discover new data. Bayesians see learning as a specialized use of this theorem.
“Whenever a learner finds a pattern in the data that is not actually true in the real world, we say that it has overfit the data.”

If the data support a hypothesis, you give the hypothesis more weight. If the data contradict it, you give the hypothesis less weight. Words are not the best tool for presenting this reasoning, because people neglect key steps in evaluating reasoning. Trying to integrate multiple chunks of evidence adds complexity. People deal with this by compromising and simplifying their evaluation process until it is workable. A machine learner applying Bayes is “a Naïve Bayes classifier.” The name recognizes a key point: Bayes’s theorem starts from “a naïve assumption,” like how two symptoms of the flu correlate. Search engines use algorithms like Naïve Bayes to make basic assumptions about the terms that people search for most often.
5. “Analogizers”
Analogizers see “recognizing similarities” as central to learning. Their challenge is determining just how alike the two compared things might be by using “the support vector machine,” their Master Algorithm. While “neural networks” played a larger role in the early years of machine learning, analogy offers exciting possibilities for this Master Algorithm.
“Machine learning will not single-handedly determine the future, any more than any other technology; it’s what we decide to do with it that counts and now you have the tools to decide.”

Analogizers offer one of the best learning algorithms: “nearest neighbor.” This works so well because it does nothing. You don’t calculate anything. You just compare the new thing you encounter with records of existing objects in your database. If you want a machine to recognize faces, don’t define “face.” Instead, compare the new image to other pictures of faces. This reasoning works for online recommendations of books or movies. If you like X, you might like Y. You can modify this system to give more weight to some correlations or similarities because your wishes resemble those of one recommender more than they tap into the suggestions of another. The problem with the nearest neighbor algorithm is “the curse of dimensionality.” The more factors you try to integrate, the more difficult it becomes to use this algorithm.
One Master Algorithm
Machine learning is “a science and a technology.” If machine learning is a science, someone must combine its various theories. Many technological advances occur when someone invents “a unifier.” Unifiers are single mechanisms that combine the function of several different objects. The Internet functions as a unifier among different networks that cannot talk directly to one another. Microprocessors are unifiers; so are computers, and so is electricity.
“Society is changing, one learning algorithm at a time.”

The Master Algorithm will be the necessary unifier of the existing models. Creating the Master Algorithm requires “metalearning,” that is, learning about learning or learners. Metalearning requires running and combining multiple models. To combine different learners quickly, you might run the learners and tally their results. This is “stacking”; both Netflix and Watson use it. “Markov logic networks,” or “MLNs,” can unify these various approaches. MLNs are flexible, and you can apply them to any feature you want. Such learners can solve the problems of the five different tribes and provide a major step forward. For instance, if you combine MLNs with the posterior probability Bayesians use as an “evaluation function” and “gradient descent” as an optimizer, you have a universal learner.
A World of Learning Machines
As the Master Algorithm emerges, it will reshape your world. Every time you use a computer, and do whatever you intend to do, you’ll be teaching “the computer about you.” Just as you show different aspects of yourself at work and at leisure, so you may choose which aspects you share with different algorithms. Make this decision based on your goals for using this algorithm, its functions and the potential effects of having it misunderstand you.
“Bottom line: Learning is a race between the amount of data you have and the number of hypotheses you construct.”

As more data on everyone become available, you will increasingly live in “a society of models.” The Master Algorithm will develop increasingly accurate models of your likes and desires and how those compare to what you think you like and want. It will seek out objects, experiences, jobs and people for you and negotiate on your behalf. Your “bot” will examine sales pitches, check their facts and cut through persuasive rhetoric. The information currently distributed throughout distinct sites like Yelp or Amazon will become unified. Your searches will be more comprehensive and objective.

About the Author
Winner of the SIGKDD Innovation Award, Pedro Domingos is a professor of computer science at the University of Washington and a fellow of the Association for the Advancement of Artificial Intelligence. Readers can download the MLN learner “Alchemy” at alchemy.cs.washington.edu.
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