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Meet the scientists finding out how we can defeat our inner trolls and build more cooperative digital societies.
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Take-Aways
	Using  “public goods games,” researchers have demonstrated that humans have brains wired for cooperation; their first instinct is to use resources to benefit the group.
	Public goods games also show that people will override their instinct for pro-social behavior when repeatedly exposed to corruption and selfishness in others.
	Social media algorithms favor emotional content because it increases engagement. Extreme online echo-chambers are ubiquitous for the same reason. 
	The anonymity and physical distance inherent in online communities removes the negative consequences of abusive behavior. 
	Introducing polite bots, online tribunals and strategic delays into online environments can reduce trolling.


Recommendation
Picture your ancestors. Living in small communities, they interacted face-to-face with the same people every day. Social consequences were immediate. Bad behavior could lead to ostracism from the community and the loss of long-term survival advantages. It paid to be agreeable, so humans evolved to be agreeable. Now contrast that scenario with today’s online environment. Where one led to cooperation, the other has led to trolling and tribalism. getAbstract recommends writer and broadcaster Gaia Vince’s overview of how algorithms prompt the worst in human behavior to all Internet users.

Summary
Researchers have used “public goods games” to observe how people behave in situations that test cooperation. These games reveal that most people’s immediate instinct is to cooperate for the greater good. Though humans seem to have evolved for cooperation, the online environment lacks characteristics that favor these traits. Anonymity and physical distance mean that people are unlikely to face negative repercussions for their online behavior. Meanwhile, algorithms prioritize content that increases engagement, and moral outrage is a significant driver of that engagement. Studies show that acting on moral outrage stimulates the brain’s reward centers and – while it might feel good to tell others that they’re wrong – it’s even better with an audience cheering from the sidelines. Mix this with the echo-chambers produced by algorithms, and the Internet becomes a recipe for trolls. Women and people of color receive the brunt of the abuse. Eventually, harassed groups are less likely to participate in online discussions, reducing online diversity.
“What we’ve created online is an ecosystem that selects for the most outrageous content, paired with a platform where it’s easier than ever before to express outrage.” (researcher Molly Crockett )

Public goods games also reveal how certain conditions spur selfish behavior: People from communities where corruption is rife are less likely to act generously. Likewise, study participants burned by a selfish partner in a previous game are more likely to behave selfishly in following rounds. Another game showed that participants were more likely to create bonds with people who had a history of pro-social behavior and cut ties with those who’d behaved selfishly.
“And people believe that they are spreading good by expressing outrage – that it comes from a place of morality and righteousness.” (researcher Molly Crockett)

Researchers and developers have already found some promising interventions. When players behave badly in a League of Legends game, they’re subjected to a “tribunal” in which other players can punish them. Similarly, a Twitter bot featuring a Caucasian profile picture has the power to reduce racist tweets simply by offering a polite reminder that racist language hurts real people. Another researcher has developed an algorithm that can predict with 80% accuracy when someone will engage in harassment. Using this algorithm to introduce delays at relevant times might reduce trolling. Such interventions show promise for the future, but what if someone is experiencing online harassment now? Take screenshots, report abuse to the platform and possibly the police, block the abusers, and reach out to friends and family for support.

About the Author
Gaia Vince is the author of Adventures in the Anthropocene: A Journey to the Heart of the Planet We Made.
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Read the article:
					http://getab.li/33728
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