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Take-Aways
	A major problem in AI is reducing extremely large datasets into more manageable dimensions for processing and analysis.
	Human memory exists at different timescales and different levels of detail.
	AI methodologies must incorporate this same mechanism to usefully process inputs and develop reasoning over longer time periods.
	A new model called the Compressive Transformer aims to achieve this by modeling sleep as a time when memories are compressed and consolidated.


Recommendation
One of the challenges for AI systems is that, as they become more sophisticated and swallow up larger and larger databases, they need ever more processing power to achieve marginally better results. Even the biggest server farms have their limits. Yet people don’t want to wait for more than a few microseconds, so a major task in AI science is to determine how to reduce mountains of crude data to hills of important data. Google’s DeepMind project’s latest proposal is to use sleep as an inspiration for data processing. Your Eureka moment might have come one afternoon during a power nap.

Summary
A major problem in AI is reducing extremely large datasets into more manageable dimensions for processing and analysis.
A simple model of human memory is the neural network, where each piece of information can interact with every other. Unfortunately, it produces dauntingly large datasets. Kilobytes of data can result in gigabytes of parameters to be processed, and this limits the practical utility of neural networks in AI. Researchers need better models that combine the flexibility of neural networking with more practical information processing demands.
Human memory exists at different timescales and different levels of detail.
Human memory is not simply a collection of facts and experiences. Some memories last only minutes where others can remain for days, weeks or years. Details about fictional characters, for instance, can be accessed even when a novel has been put aside for several days. We organize memories using factors such as repetition, danger and relevance.
“We compress lifelong experience to a set of salient memories which help us understand the past, and better anticipate the future.”

Information has contextual limits that reduce the extent to which it needs to be retained or related to other bits of information.
AI methodologies must incorporate this same mechanism to usefully process inputs and develop reasoning over longer time periods.
DeepMind researchers proposed a new memory architecture. With the Differentiable Neural Computer, they added an attention operator to significantly compress the necessary information processing. This allows for some data to be more highly valued than other data, such as faces versus shoes in an image.
“Sleep is known to be crucial for memory, and it’s thought that sleep serves to compress and consolidate memories, thereby improving reasoning abilities for memory tasks.”

Using this schema dramatically reduces the information processing demands of AI.
A new model called the Compressive Transformer aims to achieve this by modeling sleep as a time when memories are compressed and consolidated.
Large Transformer models introduced the idea of attention as a way of determining what data is retained in a dataset over time. The Comprehensive Transformer takes this idea a step forward by looking to sleep as a way of consolidating and compressing memory. During sleep, episodic memories are reviewed and processed, strengthening some elements and ignoring others, thereby creating a collection of memories to help understand the past and predict the future. The Comprehensive Transformer uses attention to drive the information that is retained, while also using the history of attention to inform the structuring and interpretation of that information. This builds a task-driven dataset which performs well in AI tasks such as the creation of natural language.
“Although the model does not have an understanding of language that’s grounded in the real world, or the events that take place in it – by capturing longer-range correlations, we see the emergence of more coherent text.”

As new models that span weeks or years are adopted, the need to efficiently consolidate and compress data will be vital to their utility in AI.
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Throughout our lives, we build up memories that are retained over a diverse
array of timescales, from minutes to months to years to decades. When
reading a book, we can recall characters who were introduced many
chapters ago, or in an earlier book in a series, and reason about their
motivations and likely actions in the current context. We can even put the
book down during a busy week, and pick up from where we left off without

forgetting the plotline.

We do not achieve such feats by storing every detail of sensory input we
receive about the world throughout our lifetimes. Our brains select, filter, and
integrate input stimuli based on factors of relevance, surprise, perceived
danger, and repetition. In other words, we compress lifelong experience to a
set of salient memories which help us understand the past, and better
anticipate the future. A major goal of Al researchers is discovering ways of
implementing such abilities in computational systems and benchmarks

which require complex reasoning over long time-spans.

Memory systems for artificial neural networks have advanced considerably in
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